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arbitrary audio signal masking a complicated type of cod
ing distortion, the INO description is by necessity ap-
proximate and empirical. :. (.

The result of Fig. II(a) is one such empirical descrip
tion, for the example of a trumpet signal with a bandwidth
of 16 kHz. In this example, the staircase description of
the JNO profile is the result of interpolating between
known results of noise-making-tone and tone-masking
noise [66]. The interpolation algorithm is based on a mea
sure of how tone-like or noise-like the input signal is. The
staircase treads in Fig. l1(a) correspond to the 25 critical
bands in the human auditory system, narrow at low fre
quencies and wide at the higher frequencies. The phe
nomenon of masking is largely localized in each critical
band, although there is some degree of interband masking
(masking of distortion in a band by a signal in a different
critical band). The interband masking effect falls at about
15 dB per critical band for the higher masked frequencies,
and at about 25 dB per critical band for the lower masked
frequencies. This behavior is related to the frequency
shape of the cochlear filter.

The JND is a function of a (finely described) input
spectrum and the ear model, rather than a simple trans
formation of the LPC spectrum of the input signal. While
it is conceivable that a very high-order LPC analysis can
describe the input spectrum finely enough to permit a use
ful JND model, current methodologies for transparent or
near-transparent audio coding have depended on high-res
olution frequency analysis using either a subband coding
or a transform-coding framework.

Fig. 11 (b) illustrates the typical characteristics of a 96
tap quadrature-mirror filterbank (QMF) used for subband
analysis of audio, and the alternative framework of a 512
line modified discrete cosine transform (MDCn.

The QMF system is based on the division of a fre
quency band into contiguous but overlapping subbands.
The partially-completed broken line shows the character
istic of a highpass filter that is the mirror image of the
solid-line lowpass filter characteristic. The extent of over
lap is a decreasing function of the number of filter taps.
But the allowing of a nonzero overlap simplifies filter de
sign. Frequency aliasing is caused in QMF analysis by
sampling each of the two bands in the QMF split at twice
the nominal bandwidth (rather than twice the actual, say
90 dB, bandwidth). However, with a special design of
QMF filters, the process of QMF synthesis provides can
cellation of this aliasing if the quantization noise inserted
in the system is zero [16], [26], [62}, (65], [140].

The inodified OCT system (Ill] is a dual of the QMF
approach in that it permits an overlllP between successive
transform blocks in the time-domain but decimates the re
sulting sequence to maintain the original sampling rate.
In place of the frequency aliasing in the QMF system, the
MDCT exhibits time-domain aliasing. But this is can
celed by the inverse MDCT process in the receiver due to
the design of the OCT basis vectors and the analysis win
dow. The overlap in the MOCT is typically 50 % and the
decimation rate is 2: 1 [97], [ill]. While a 50% fre-

quency-domain overlap is admissible in QMF tksign in
principle, it is untypical.

Although QMF and MOCT systems are essentially
dual, they exhibit different properties in the context of a
specific overall coder. For example, operations such as
signal anticipation and temporal bit allocation can be used
to some e;tent to control quantizing distortion and the
consequent phenomenon of uncanceled time-domain
aliasing in the MDCT system. This, in tum. pennits the
use of a 50% time overlap which provides a smooth han
dling of the time process as well as a simple decimator
design. In QMF design, on the other hand, one still pre
fers, in the current state of the art, to employ a small spec
tral overlap within the constraints on filter complexity.
This, in tum, implies a relatively discontinuous handling
of the frequency process. Finally, in both MDCT and
QMF, the available time-frequency behavior is a compro
mise between a match to sustained stationary inputs and
the ability to handle true input discontinuities in time or
frequency.

Fig. ll(c) is a schematic of a perceptual audio coder
based on subband or transform coding. The block diagram
of Fig. 11(c) includes the possibility of jointly coding the
two channels in a stereo-pair to maximize the gains due
to redundancy removal and perceptual tuning [6]. [66].
[137].

C. DCT and Motion-Compensated DCT Coding of
Image and Video

As in the case of audio, the absence of a strong auto
regressive (LPC) model for the source signal has led to
the well-accepted use of subband and transform coding
methods for image and video compression. Source redun
dancy is addressed by decomposing the input signal into
components of differing variance in the frequency or
transform domain and following this by variable bit allo
cation in the quantization of the transform coefficients. A
greater number of bits is allocated to the components of
higher variance, and the overall mean squared error is
minimized for a given constraint on total bit rate. Percep
tual matching can be realized, at least partly, in the bit
allocation process if a good model is used for the best
possible profile of distortion versus frequency.

Of particular interest to image processing and image
coding standards is the two-dimensional discrete cosine
transform (2-D DCT) [1], [62], [100], (147]. The DCT
provides a good match to the optimum (covariance-dia
gonalizing or Karhunen-Loeve) transform [62] for most.
image signals, and fast algorithms exist for computing the
OCT.

A ubiquitously used frequency-selection or bit-alloca
tion rule for 2-D OCT is one based on a lowpass process
described by the zig-zag scan of Fig. 12(a), which refers
to an 8 X 8 OCT operation with 64 samples of 2-D fre
quency ranging from DC (0, 0) to the highest frequency
(7, 7). The low frequencies in the inirial parts of the scan
are given higher priority for retention or bit allocation.
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entropy coder (EC) is used to reduce the redundancies in
the DCT and motion vector sequences. Important sources
of these redundancies are the unequal probability distri
butions in the possible ranges of quantized DCT compo
nents and the quantized motion vectors.

The system of Fig. l2(b) is widely used in video cad
i"!!. It fonns the basis of two international codin!! stan
da";-ds: the p * 64 kb / s standard of the CCITT (p :: 1 to

24) [85] and the 1.1 Mb/s standard oflSO-MPEG [81J.
The CCITT standard is intended for videotelephony and
videoconferencing applications. The MPEG standard is
intended for addressable video in multimedia applica
tions. As such, the MPEG standard also allows for high
quality intraframe coding of selected frames in the video
sequence. The MPEG algorithm also permits greater pro
cessing delays than the CCITT system, given the storage
focus in MPEG.

Removal of the motion compensation loop in Fig. 12(b)
results in a still-image coder based on 2-D DCT. The re
sulting system fonns the basis of the international coding
standard known as ISO-JPEG [147].
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Fig. 12. (a) The zig-zag scan for frequency selection and bit allocation
processes in OCT coding. (b) Block diagram of video coding based on
motion compensation followed by OCT coding of tne interframe residual
(IOCT: Inverse DCT. EC: Entropy Coding) (after [811. [85]. [100]).

and the zig-zag scan represents a monotonic deemphasis
of the higher 2-D frequencies. More sophisticated algo
rithms (Section IV-B) can provide for a nonmonotonic bit
allocation process for those inputs that demand it.

Fig. 12(b) is a block diagram of a video coding system
based on interframe motion compensation followed by
2D-DCT coding of the residual signal after motion com
pensation. Motion vectors are derived from the input pro
cess and are used to define a space-varying interframe
predictor. Abrupt changes in hypothesized motion are
prevented by means of a filter before computing the mo
tion-compensated interframe residual that is quantized by
the 2-D DCT module. The transmitted infonnation con
sists of the quantized residual and the motion vector. An

D. The Next Generation of Signal Coders

The techniques of Sections III A-C are low bit-rate sys
tems with several important features. With the exception
of the LPC vocoder, these systems are phase-preserving
waveform coders with an emphasis on naturalness in out
put signal quality. These coders use generic techniques
for reducing redundancy and for matching the quantizing
system to the human perceptual mechanism. They gen
erally include means for variable bit rate coding, provide
for some degree of inherent resistance to transmission er
rors, and permit efficient implementation in existing sig
nal processing technology. They form the bases for var
ious international standards.

As we look toward the next generation of coding al
gorithms, we seek to decrease the bit rate even further for
specified levels of signal quality and, in some applica
tions, we need to increase reproduced signal quality at a
specified bit rate. We need to develop the possibility of
increasing the signal bandwidth that can be realized at a
given bit rate and at a given level of quantizing distOrtion.
Finally, we need to drive several technologies towards the
ideal of (perceptually) distortion-free coding, especially
speech and video technologies that currently provide only
communications quality rather than high or transparent
quality.

IV. RESEARCH DIRECTIONS

In discussing directions of research, it is impossible to
be exhaustive; and in predicting what the successful di
rections may be, we do not necessarily expect to be ac
curate. Nevertheless, it may be useful to set down some
broad research directions, with a range that covers the ob
vious as well as the speculative. The remaining parts of
Section IV are addressed to this task.
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A. Sllbsampling, Interpolation, lllld Mulriresolwion
Processing

Signal distortion in digital codiri is a combination of
prefillering, aliasing, and quantizing components. The
tradeoffs among these components are not rigorously
understood. Typically. at high and moderate bit rates.
prefiltering distortion is effectively a nonissue in that users
accept or get used to a predefined and well-accepted band
width, as in telephone-grade speech. Aliasing distortion
can be very noticeable even when it is small in a mean
squared error sense. Typically, aliasing components are
either avoided by proper prefiltering or, in the case of rel
atively complex arrangements such as subband coding,
these components are carefully minimized. Quantizing
distortion is, therefore, the typically most relevant part of
reconstruction error; it is the component that one typically
seeks to minimize in designing a coding algorithm at a
specified bit rate.

As we consider lower bit rates and higher quality. all
the components of coding distortion can become signifi
cant. and issues of their interaction and of relative trade
offs become important as welL

One example of such a tradeoff is that between band
width (or sampling rate) and the bits per sample for a given
total bit rate. With the possible exception of speech cod
ing. where the telephone bandwidth of 3.2 kHz can be
regarded as an essential minimum, the notion of opti
mizing bandwidth for a given bit rate can be quite an in
teresting problem. A good example is the definition of
optimum bandwidth in audio given an overall low bit rate
such as 16 or 32 kb / s. Another example is the definition
of optimum spatio-temporal resolution in the coding of
video signals at low bit rates such as 64 or 128 kb / s.
Specific low resolutions such as CIF and quarter-CIF are
selected using reasonably good criteria in low bit rate cod
ing, and displayed signal resolution is enhanced by means
of interpolation especially in the time domain [81J. [85].
However, fundamental unanswered problems remain.
such as the selection of the best fixed set of spatial and
temP9ral resolutions for a given bit rate and the definition
of efficient multiresolution algorithms [7], [28], [88],
(141] for dynamic adaptation of spatial andIor spatio-tem
poral frequency resolutions. Rigorous solutions of these
problems are difficult even with the simplifying assump
tion of zero aliasing, but refined models of coding and
psychophysics may be able to translate what is currently
no more than an art to a science with a reasonable poten
tial for generalization.

Although there is little flexibility in the bandwidth or
sampling rate of telephone speech, as mentioned earlier,
the techniques of subsampling and interpolation are still
extremely valuable in the spectral domain. For example,
the interpolation of LPC parameters is a widely practiced
tool for low bit-rate speech coding [41 J, [71 J, [79J. More
recently. an interpolation technique for the compact de
scription of the excitation wavefonn of voiced speech has
been proposed. The technique, called prototype waveform

imerpolarioll [76], is based on the transmission of a pro
totype excitation waveform and its pitch once every up
date time. on the order of 20 to 30 ms. A complete exci
tation signal is obtained by means of interpolative
techniques in the Fourier series domain. The process pre
serves a high level of periodicity, and is flexible enough
to realize low levels of reverberation and tonal artifacts.
Combined with CELP for the coding of unvoiced speech.
the technique provides a promising framework for high
quality coding at rates on the order of 2 to 4 kb / s.

B. Techniques for Time-Frequency Analysis

The assumption of zero aliasing is a conspicuous sim
plification in almost all subband coding literature. Tech
niques such as quadrature-mirror filtering and the modi
fied discrete cosine transform can provide perfect
cancelation of aliasing in the absence of quantization er
rors. This ideal solution never occurs in a practical coding
situation, and the assumption of the ideal case becomes
increasingly inappropriate at lower bit rates because of a
corresponding increase of quantization error. Recent work
has given us a fairly good understanding of filterbanks
that provide zero or near-zero reconstruction error in the
absence of quantization. However, the design of a filter
bank that minimizes the combined effect of quantizing and
aliasing errors is an entirely unsolved problem. Here
again, a rigorous optimization is extremely intractable in
our current state of knowledge but we sorely need at least
partial solutions.

A somewhat orthogonal. though not unrelated, research
area is that of efficient time-frequency analysis. Consid
erations of signal nonstationarity and perceptual distor
tion criteria have resulted in increasingly sophisticated
frameworks for signal analysis. In particular. techniques
that provide flexible combinations of time-support and
bandwidth represent a powerful generic tool for efficient
coding. The discrete Fourier transform and a uniform
bandwidth quadrature mirror filterbank are well-under
stood and widely used analysis tools. But in their simplest
forms, they lack the flexibility for time-frequency analy
sis mentioned above. QMF trees with unequal-bandwidth
branches, as well as subband-DFT hybrids, are relatively
newer structures with more flexible features. This is also
true of wavelet filters [21], [88], [120].

Wiivelets: Unlike the basis vectors of a DFT (sinusoids
and cosinusoids of various frequencies and constant time
support), the wavelet filter structure is characterized by a
shorter time support at higher frequencies and a longer
time support at lower frequencies, a direct result of a di
lating operation that is a basic component of wavelet de
sign (Fig. 13). The time-frequency characteristic of a
wavelet filterbank is a natural match to some of the prop
erties of audio-visual information: high-frequency events
often occur for a short time and stand to benefit from a
finer resolution in time analysis, while low-frequency
events are often sustained in time and require less fre
quent sampling in time. The wavelet approach, especially
if used in a time-varying framework, may therefore offer
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Fig. 13. Qualitative comparison of Fourier and wavel~t transforms (after
[120]).

Fig. 14 shows the analysis filterbanks for 2-D ~nd. 3-D
subband coding using separable (but not necessanly Iden
tical) filters in the different dimensions. In the illustrated
examples, the 2-D filterbank provides a l6-band partition
of the spatial 2-D frequency space and the 3-D filterbank
provides an 8-subband partitioning of the spatio-temporal
3-D frequency space. We shall comment again on the 2-D
subband coder in the context of perceptual coding (Sec
tion IV-D-2). The 3-D subband coder represents a signif
icant departure from the current practice of motion com
pensation followed by a spatial transform. Rather than
comparing two adjacent frames to realize good models of
local motion, the 3-D approach processes two or more
adjacent frames in order to capture spatial and temporal
activitv in a more integrated fashion. Most of the sign:J.l
energy tends to be in the subband with low temporal an.d
horizontal frequencies. Motion detection occurs promI
nently in the subband with high temporal frequem;y and
low spatial frequencies. Low bit rate coding results from
a variable bit allocation algorithm that matches not only
the ener!!ies in the spatia-temporal subbands but also the
respecti';e measures of perceptual significance (ideally. a
spatial-temporal 3-D JND profile).

FT

powerful forms of adaptive analysis in a more basic sense
than a nonuniform frequency-band QMF system or a vari
able window-length MDCT system. Wavelet transforms
provide the additional feature of perfect reconstruction, a
property not generally offered in conventional methods of
analysis. Conventional methods, however, do offer the
property of almost-perfect reconstruction which is ade
quate for many low bit rate applications.

Wavelet filtering is a promising analytical tool and ap
plications of it are also beginning to emerge. What is still
lacking, however, is a thorough understanding of what
wavelets can do for coding that the more sophisticated
examples of conventional analyses cannot. As we seek to
apply wavelet (or nonwavelet) tools to low bit rate cod
in\!, attention must necessarily shift to the yet-untouched
pr~blems of uncanceled aliasing and the computationally
intensive but naturally appealing notion of a signal-adap
tive filterbank.

Multidimensional Subband Coding: The discussion in
Section lli-C implied a two-dimensional DCT (2-D OCT)
for still-image coding and the hybrid approach of motion
compensation combined with 2-D DCT for the coding of
video. Alternative approaches in current research include
2-D subband coding for still-image coding [25], [124],
[150], [154] and 3-D subband coding for video [69],
[112], [144]. The subband filters in each case may belong
to any desired class, such as QMF's or wavelets. As in

our discussion of (1-0) QMF and (I-D) MDCT tech
niques for audio, we note that (2-D and 3-D) transform
and subband techniques are, in principle, dual operations.
However, in the context of an overall coding system, dif
ferences can exist in terms of implementation, matching
to the human perceptual system and robustness to trans
mission errors.

C. Vector Quanti:atiort

It is oenerallv reco!!nized that in the compression ofe • _

audio and visual signals, a suitably global distortion met
ric is more meaningful than a local single-sample-oriented
metric. Simple forms of waveform coding. such as PC~l

and differential PCM (OPCM). are based on a local dis
tortion metric. More complex coders, such as delayed
decision DPCM and block-oriented coders of various
kinds, are characterized by the use of a more global dis
tonion criterion. Examples of block coders are CELP sys
tems for speech coding and 1-0 and 2-D transform coders
for audio and image signals. The general mechanism that
permits the use of a global distonion criterion is called
delayed decision coding [20], [62].

V~ctor quantization (VQ), tree coding. and trellis cod
in\! are all techniques for delayed-decision coding [62].
U~like the block-oriented approach in VQ, tree and trellis
structures use a sequential procedure to minimize a suit
ablv !!Iobal distonion measure. The trellis structure, which
ca~ be realized by using a finite-impulse~response code
generator, has the advantage that the total number of pos
sible output values is a finite number by definition, per
minin!! efficient searches for the best path through the
trellis -(the coded output sequence) [33]. The VQ para
digm also has a finite output alphabet, by definition.

Several examples of vector, tree, and trellis coders have
appeared in coding literature [62], together with some ex
amples of hybrid algorithms using both block and sequen
tial approaches [107]. The block and sequential ap
proaches are not fundamentally different from a rate
distortion viewpoint. The block approach of VQ seems,
however to be somewhat better understood and more
widely p~acticed, with a broad repenoire of special tech
niques for codebook design, fast codevector search. in-
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terblock coding, and optimization for noisy transmission
channels [11], [14], [24], [27], [28], [38], [39], [40],
[48], [49], [51], [72], [82], [83], (84), [92], [lOS], [107],
[112].

Vector quantization (VQ) is known to be most efficient
at very low bit rates (on the order of R = 0.5 bit per
sample and less). This is because when R is small, one
can afford to use a large vector dimension N and yet have
a reasonable size 2RN of the VQ codebook. Use of a large
dimension N tends to bring out the inherent capability of
VQ to address linear as well as nonlinear redundancies
[87] in the components of the vector being quantized.

In speech coding, the use of VQ has been most suc
cessful in the coding of parameters describing the speech
spectrum (LPC-VQ) [37], [67], [87], [109], [123] and
speech excitation [4], [12], [13], [41]. Refinements such
as gain-shape VQ [125] and multistage VQ [67], [83] have
been routinely applied in the quantization of the spectrum
and. exci~tion parameters in speech. Direct VQ coding of
the wavefonn has been less successful to date. This is due
partly to intervector discontinuities resulting from a block
quantization process, and partly to the lack of a percep
tually good model for minimizing intravector distortion.
With LPC-VQ and CELP-coding, the distortion in the VQ
process is conveniently frequency-shaped. This is accom
plished by a spectral distortion metric in LPC quantiza
tion, and by the subsequent LPC filter itself in the case of
excitation VQ. Direct VQ coding of the speech wave
form, while not very successful to'date, is a very inter
esting research problem and it offers an excellent chal
lenge to the notion of adaptive and perceptually-tuned
vector quantization.

Scalar quantization, followed by entropy coding [54],
[55], [81], [85], [153], has some equivalences with vector
quantization, at least in terms of attaining high values of
signal-to-noise ratio at relatively low bit rates, especially

if the probability density function of the input signal is
Laplacian or gamma (rather than, say, uniform or Gauss
ian). This equivalence has perhaps diminished the appli
cation ofVQ. However, powerful algorithms result when
selected vectors from a OCT process are identified for low
bit-rate vector quantization. Such techniques for DCT-VQ
coding have been used successfully in image and audio
coding [11).

Direct VQ coding of the signal waveform has been rel
atively more successful in the coding of intensities in 2-D
images [49), (51], [96], [99], [1I8], [125], [141], [149],
[150], [155] and in the coding ofinterframe 2-D residuals
in motion-compensated coding of video. In the usual case
ofiteratively trained codebooks, the need for a typical
database for training and the possibility of a significant
mismatch between the input sequence and the trained VQ
codebook are both important, if not problematic, issues.
The importance of finite-state vector quantization to pro
vide 2-D adaptivity of the codebook has been well dem
onstrated, resulting for instance in high-quality coding of
a still image at 0.5 bit per sample. In the case of high
frequency image subbands dominated by sparse intensity
profiles such as edges, an untrained system called geo
metric vector quantization [112] has been shown to pro
vide very efficient coding at extremely low bit rates, on
the order of 0.1 bit per sample and less.

As we move toward the next generation of low bit-rate
algorithms for image and video coding, more ubiquitous
use of vector quantization is very likely. Further research
is needed to support these applications. We need a better
understanding of tradeoff's and interactions between vec
tor quantization and entropy coding, better experience
with VQ-type structures such as pruned trees, better al
gorithms for adaptive VQ in 1, 2, and 3 dimensions, and
more powerful perceptual models for characterizing and
minimizing the vector-distortion process.
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Fig. 15. Image coding based on soft·fr:lClal analysis (after [57]).
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niques of multiband excitation coding [50], [52],
sinusoidal coding [90], and prototype-waveform interpo
lation [76]. In the new generation of coders based on the
voiced-unvoiced classification, the attempt is to make the
classification soft and robust, so that the effect of a wrong
classification is imperceptible. A generalization of the bi
nary voiced-unvoiced classification is a system where
classification is based on a larger number of states and on
a phonetic criterion for state-switching [148].

Indirect analogies to the voiced-unvoiced model exist
in audio and image coding as well. In audio, the classi
fication of an input signal as a tone-like or a noise-like
signal provides a good basis for adaptive perceptual cod
ing. More powerful adaptation resuhs if the signal can be
associated with degrees of tonality and noisiness along a
continuum.

In image processing, an analogous classification is into
categories dominated by edges, textures, and flat regions
of grey [118]. Another kind of classification results from
segmenting an image into background and moving areas.
a classification that is particularly meaningful in a typical
teleconferencing scene. Resulting image classes call for
different algorithms, redundancy removal, and percep
tually-matched quantization.

As we seek to extend the capabilities of the above
models, especially the less mature models of audio and
image, we need to optimize prediction, transform, and
quantization processes for the various signal classes. We
also need to address the problem of maintaining percep
tual continuity in a signal in the context of the breaking
up of the signal into several sets of homogeneous pans in
model-based classification processes [68], [80], [Ill].

In principle, the ultimate results in coding are those ob
tained when the models reflect the very earliest stages in
the signal production processes. Examples are the artic
ulatory vocal cord-vocal tract model of human speech
production and the wire-frame image model of a human
face (Fig. 16).

The articulatory model 1128] of Fig. 16(a) extends the
focus from LPC analysis to the analysis of vocal tract
areas and, in principle, provides a much stronger domain
for very low bit-rate vector quantization. The model also
permits a better handl~ on the interaction between vocal
cords and the vocal tract, a phenomenon that is conspic-

I- INPUT IMAGE
D

PARENT BLOCK

D. Models of Signal Production and Perception

Central to the success of the techniques discussed in
Sections IV A-C are models of signal production and per
ception. These models need to be physically realistic and
computationally feasible. In some problems, as in filter
bank design, it is desirable to seek architectures that are
matched reasonably both to the production and perception
models. On the other hand, it is important to realize that
entirely different requirements may ex.ist in the matching
processes mentioned above. In order to address the com
plex and not identical phenomenon in signal production
and signal perception, it is important that the signal pro
cessing architectures used in signal coding are as general
and flexible as possible.

1) Models of Signal Production: As mentioned ear
lier, the speech wavefonn is unique in that it enjoys a
reasonably. well-understood and universal source model
that is efficiently approximated as the result of an excita
tion signal modulated by a linear transfer function. In the
search for high-quality LPC coders, recent algorithms
such as CELP have gotten away from the restrictive
voiced-unvoiced binary model for excitation. However,
as we increase the focus on very low bit rates such as
2-4 kb! s, the voiced-unvoiced model is receiving re
newed attention because of its compactness and the re
suhing economies in bit rate. These include the tech-

In expanding the frontiers of VQ research, a potential
source of cross-fertilization is the field of fractal block
coding [57]. Recent work on the subject has shown image
quality similar to that of 2-D VQ in the coding of still
images at rates on the order of 0.5 bit per sample. The
fractal method utilizes a subtle form of self-similarity in
a scene, in particular, similarities between selected pairs
of blocks in 2-D images in the presence of a powerful set
of transformations. In each such pair, the block to be en
coded is called a child and the potential matching refer
ence is called a parent (Fig. IS). Allowed transfonnations
include changes of scale, orientation and grey level, or
color. An image is encoded by means of a fractal code
that consists of a sequence of child-parent maps and a
corresponding sequence of transformations chosen from a
transformation codebook. The child-parent map and
transformation, for any given input block, are results of a
joint optimization that minimizes the error in child-parem
matching. Since there is no insistence on a zero-matching
error (perfect child-parent similarity), the method can be
called a soft-fractal technique. Decoding consists of it
erative calls of the fractal code on an arbitrary initial im
age. The block-fractal algorithm can be viewed as an in
terblock coding algorithm with nonlinear block prediction.
In this sense, it is reminiscent of predictive and finite
state vector quantization algorithms [48], [51]. [72),
[107]. It appears that new research on adaptive quantiza
tion may enrich the fields of fractal coding and VQ alike,
and that these disciplines, as we know them today, may
also have mutually orthogonal strengths.
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Fig. 16. (a) Articulatory model for speech coding (3fter 1128]). (b) Wire
fT:lme model for coding images of the hum3n f:lce (3fter [2}. 19..m.

uously ignored in the simplified traditional model of ex
citation-followed-by-filter.

The wire-frame model of the human face [2], [29], [94]
in Fig. 16(b) is potentially a very powerful domain for
compressing scenes dominated by the face image, as in a
videotelephone scene with a closeup of the human face.
The general wire-frame model is a 3-D lattice with a very
large number of polygonal sections. Using affine trans
formations and the actual image of a given face, a per
sonal facial model is created. Vector-quantized versions
of dynamically changing mouth features driven by textual
or speech cues. together with algorithms for representing
text- or speech-independent facial features .. are used to
create a talking-head image.

The above models are a natural basis for an intelligent
human-machine interface. If they are intended as a basis
for human telecommunication, an important obvious
challenge for aniculatory and wire-frame models is the
realization of natural, rather than synthetic, signal quality
at the very low bit rates such models are intended for.

2) Models of Signal Perception: Perceptual criteria
have been addressed since the very beginnings of speech
and image coding, and as coding algorithms have ma
tured, criteria for optimizing these algorithms have be
come increasingly complex [3], {6], [30], [58], [66], {98] ..
[102)-[104],. [110], {121], {124], [126], {l27], {135],
[137]. An interesting early example of perceptual coding
is the use of dithering to improve the quality of low bit
rate PCM by breaking up structured and, hence, highly
visible patterns in the distortion process [62], [121]. Ex
amples of complex perceptual coders are the time- and
space-varying algorithms discussed in the remainder of
this section. .

Models of human hearing and vision can steer a coding
algorithm in two related but distinct ways .. If one can de
fine, for each part of a signal being' coded, a just-notice
able-distortion (1ND) level below which reconstruction
errors are rendered imperceptible because of masking, the
model will be the basis of perceptually lossless coding. a
process in which the perceived distortion Dp is zero even
if a mathematically measurable distortion such as the
mean-squared-error Dmsc: is nonzero (in fact, quite signif-

icandy so in typical examples). If, on the other hand. the
average bit rate for coding b not sufficient to re:rlize the
JND profile in all parts of the signal. the perceptual model
can still suggest a good match of the quantizing system to

the perceptual model, in the sense of minimiZing Dr'
rather than Dmse • In this case. the input to the quantizing
system is not a JND profile a·,: in Fig. 11 (a) but a mini
mally-noticeable-distortion or MND profile. as in Fig. 10.

A generic block diagram of a perceptual coder driven
by JND (or MND) cues is shown in Fig. 17. The JND
and MND profiles are meant to be dynamic. being func
tions of local signal properties such as dominant fre
quency. background intensity or texture .. and local tem
poral activity. The mapping from these properties to the
JND or MND profile is performed in real time. although
the function defining the mapping is established prior to

coding, based typically on extensive subjective experi
mentation. In the case of the JND coder .. the system is a
constant-quality, variable-bit-rate system by definition.
However, feedback from a bit rate buffer can be used to
realize a constant-bit-rate variable-quality system whose
distortion profile approximates the JND. In a conservative
design, the actual distonion would be less than the JND
most of the time and greater than the JND on occasion.

The JND method has been extremely successful in the
transparent and near-transparent coding of wideband au
dio [Fig. 11(a)) and, more recently, in the transparent
coding of still images based on 2-D subband analysis at
extremely low bit rates. Fig. 18 illustrates the JND as a
function of space forthe example of a subband image sig
nal. Pans (a)-(c) of the figure display: (a) the input im
age; (b) the lowest frequency subband of it (low horizon
tal and low venical frequencies in the 16 subband system
of Fig. 14(a); and (c) the JND image for the coding of
that subband. Following the coding of the 16 subbands
based on respective JND profiles, the coded subbands are
combined in the synthesis filter to obtain a low bit-rate
coded image. Part (d) of the figure describes, as a func
tion of space, the number of subbands (out of 16) that are
retained (with nonzero bit allocation) in the JND-driven
system. White, light grey, dark grey, and black blocks
retain 4, 3. 2, and 1 subbands out of 16, respectively ..
indicating a high degree of compression.

The perceptual subband coder results in excellent im
age quality at extremely low bit rates, generally lower than
the rates realized by the well-known ISO-JPEG DCT al
gorithm. This capability has also led to a new proposal
for the coding of high-resolution facsimile-as a grey
level input compressed to extremely low rates and half
toned at the receiver rather than at the transmitter [104J.
Retention of the grey-level domain in most of the system
has been shown to result not only in lower transmission
time on a given digital channel but also in a significantly
sharper end-result with a primer of given resolution, pro
vided that the half-toning algorithm is optimized using
models of the printer and the human visual system [11 OJ.

In the coding of 3-D images .. a major research chal
lenge is the definition of temporal models of masking and

(b)(a)
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Fig. 19. Distortion-rate function for mean squared error :md perceived dis
tortion.

(modulator and error protection system) has attempted to
maximize the bits-per-second-per Hertz that can be used
on a transmission or storage medium to represent the dig
itally coded signal. While these complementary roles will
~ontinue in future technology, it will become increasingly
Important to define interactive and joint designs of the
source and channel coding algorithms.

For example, if the output of a source coder can be
categorized into parts of varying sensitivity to bit errors
in transmission, a given total overhead for error protec
tion can be used in an unequal error protection scheme
that will have the final effect of extending the range of
channel quality over which a specified quality of signal
communication can be maintained [Fig. 20(a)] [17]. In
situations where the transmitter has infonnation about
channel quality, a joint source-and-channel coding a120
rithm can make a suitable allocation of the total bit r';,te
for source coding and error protection [93]. This, again,
has the effect of utilizing transmission media at low levels
of channel quality: a slight undercoding of the signal in a
quantization-noise sense, together with a stroneer focus
on error protection, can realize a specified levcl of total
(quantization-plus-channel) noise over a wider range of
channel quality [Fig. 20(b)]. Finally, by refining our
methods for source coding, channel coding, and cooper
ative source-and-channel coding, we can generally en
hance the gains over analog communication [Fig. 20(c)].
Recent examples of this appear in digital cellular tech
nology for mobile radio telephony and dieital transmis
sion proposals for high-definition televisio;. Ideas of per
ceptual optimization, discussed in earlier sections of this
paper for signal coding, carry over to signal communi
cation as well, as in optimizing algorithms for unequal
error protection and joint source and channel coding.

R mse (O)

MEAN SQUARED ERROR

/ Dmse(R)

RATER
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o
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c:
o
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~he definition ~f a suitable coding framework for ex.ploit
mg these physical models. Recent experiments in motion
compensated coding for high-definition television have
shown the potential of spatial masking-.models as in Fig.
18, as well as temporal masking mc1dels that describe the
masking of distortion by cenain kinds of motion activity
[l?3]. It i.s possible that 3-D subband analysis (Fig. 14(b)J
Will provide an even better description of the motion pro
cess and, therefore, a better framework for perceptual
coding [112].
, Temporal models of noise masking are also of great
mterest in the coding of audio and speech. More powerful
mas,king models are crucial to the goal of high-quality
codmg of speech at very low bit rates. The focus here is
o~ MND functions that provide increasingly more effi
cIent fonnulas for noise shaping. JND fonnulas resulting
in transparent coding (at slightly higher bit rates) are e;
pected to be byproducts rather than prime taraets in low
bit-rate telephony. e

An MND-based coder has an easier function, in prin
ciple, than a JND-based coder because a nonzero value of
the perceptual distortion Dp is allowed. However, the
methodology leading to a good MND design can actually
be more complex than that leading to a JND design at a
higher bit rate. This has to do with the subjective-exper
iments that are the bases for the JND and MND fonnulas.
In such experiments, it is easier to identify a situation
where Dp is zero (unnoticed distortion by a specified per
centage, say 50 or 95, of the subject population) than to
associate a perceptually meaningful value, along a contin
uum, to the distortion (given that it is clearly noticeable).
For the same reason, if one were to seek a distortion-rate
description of the signal, as in infonnation theory, it is
easier to identify the bit rate Rp(O) required for Dp = 0
than to calculate a perceptually valid shape for the entire
DpCR) curve. We expect, of course, that this curve is a
significant left-shift of the traditional curve ofD versus
R (F

' mse
Ig. 19).

Th~ mean squared distortion at zero bit rate is equal to
the SIgnal power itself. The bit rate Rmse(O) at which the
mean squared error is zero is infinite for a continuous
ampiitude source, and finite for a discrete-amplitude
source such as a computer-stored file of 8-bit image pixels
(R;nse(O) = 8 in this case; in fact less, typically in the
nelghborhO~d o.f five bits per sample if mathematically
lossless codmg IS performed). The bit rate R (0) at which
the perceived distortion can be designed toPbe zero is a
fundamental limit in coding, and we will call it the per
ceptual entropy of the signal. More generally, the DpCR)
curve defi?es the fundamental limit of signal compression
for a speCIfied level of output signal quality.

E. Source and Channel Coding

Traditionally, source and channel coding have had
complementary roles in digital communication. The
s~urce co~er has tried to minimize the bits-peT-sample for
high-qualIty signal representation, while the channel coder

F. Signal Compression and Packet Networks

Earlier work on packet speech and video was concerned
~ith the effects of packet losses and means for interpolat
mg the signal in the presence of packet losses (45], [61],
[70], [119]. [142]. This line of research is bein" reacti-e



Fig. 20. Signal quality as a function of transmission channel quality. with:
(a) digital transmission using unequal error protectlon: (b) digital trans
mission using joint source and channel coding: and (c) analog and digital
transmission.

V. CONCLUSION

This paper has presented a description of technology
targets in signal compression and a nonexhaustive, and
very possibly biased. account of research directions that
may lead us toward these targets. As we pursue these and
other directions. some of which are undescribed hcre and
some of which are quite unknown at this time. onc broad
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observation would perhaps SlaY uncontested: the ncw
generation of algorithms will reliect. bener than ever be
fore. perceptual cues as integntl parts 0 f the coding pro
cess. In order to calibmte and steer our research progress
in a discipline where the performance criteria are mathe
matically hard to model. we will also depend increasingly
on subjective evaluations of signal quality. as in Fig. 9.

Quality evaluations have been invaluable in speech and
audio coding and in the early history of television. but
conspicuously lacking in contemporary work on digital
image coding. Experiments to define specific distortion
models for optimizing a coder. and experiments to mea
sure the overall quality of the coded signal. are both very
time-consuming and intricate. However, both of these en
deavors will be necessary investments if we seek to ad
vance signal coding technology to the fundamental limits
defined by information theory and psychophysics.

This paper has also pointed out opportunities for inte
grating source coding and channel coding technologies.
Such integration. which has hitherto been an informal ex
ercise. will become increasingly essential as we stretch
our communication capabilities with capacity-limited
channels such as wireless media. In parallel. as we seek
greater sophistication in the integration of speech and data
with broadband signals such as CD-audio and high-reso
lution video, we will witness an increased interaction of
signal compression technology with the field of commu
nication networking.TRANSMISSION
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vated today because of the increasing importance of the
asynchronous transfer mode (ATM) packet technology.
An imponant concept here is that of layered coding. The
output of the source encoder is divided into cells of vary
ing significance, typically with two layers. or levels of it.
When the packet network is congested. the idea is to drop
cells oflowerpriority [75], [95], [138]. [143]. In the case
of uncompressed PCM data. the prioritization of encoder
bits is straightforward. But in low bit rate coders. as in
the unequal error protection scheme of Fig. 20(a). opti
mization of the communication network will depend on
perceptual cues for cell layering and subjective methods
for measuring the user acceptance of layered coding.
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CD RADIO INC.

was place at the other end of the chamber to be used as a reference
receiver. The gain of the AUT is then determined by comparing the gain
of the second SGT antenna to that of the AUT.

Axial ratio was taken by rotating a SGT antenna - Model #9142-800 (source
antenna) at one end of the chamber while the AUT receives the signal at
the other end of the chamber. The amplitude difference of the linear
components is then recorder by the instrumentation receiver and
rectangular chart recorder. Axial ratio was taken in the elevation plane.
Swept return loss was recorded using a Hewlett Packard Model 8350B

Sweep Oscillator and a Model 8756A Scalar Network Analyzer. The
results of the antenna measurements show that the desired performance
was generally achieved. The results are presented in Section 4 which
include constraints imposed by the experiment emulation physical range.

The antenna built for the experiment was constrained by the requirement
to operate at 10° elevation angle rather than the 20° minimum elevation
angle when in operation with the planned satellites. The 10° elevation
angle is required in the Demonstration due to the limited height of the
buildings on which the S-band transmitters were located. The main effects
were lower gain, somewhat higher gain ripple and lower effective
transmission bandwidths.

A3.5 MOBILE VEHICLE

The mobile vehicle signal path starts at the small diameter S-band antenna
embedded into the vehicle rooftop. This circularly polarized antenna
offers an omni-directional pattern in azimuth and an elevation beamwidth
of 40° centered at a nominal elevation of 35° with 3 dB peak antenna gain.
The remaining RF chain as illustrated in Figure A3-8 consists of an LNA
mounted under the antenna, a second gain stage to buffer I compensate for
cable losses, a down-converter circuit to bring the S-band signal into the L
band region required by the satellite modems and a 4-port power splitter
to drive the four frequency diverse satellite modems.

As illustrated in Figure A3-9, the remaining signal processing elements are
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Figure A3·9 Automobile Signal Processing Equipment
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concerned with the baseband signal from the demodulators and
theregeneration of the transmitted CD quality source material..

The down converted i-band RF signal is first distributed to the four (4)
OQPSK demodulators, each tuned to one of the four carriers used in the
test range (2322, 2330, 2338, 2346 MHz). In addition to carrier
demodulation, the demodulators then lock to the interleave framing and
de-interleave the received data stream and pass the result through a
monolithic Viterbi convolutional FEe decoder. The demodulated, de
interleaved and FEC decoded I corrected output data is then sent to their
separate TDM demultiplexers.

In addition to their output data ports, each demodulator is equipped with
a maintenance and control port which is used to pass performance data to
a 68000 VME based single board computer (SBC) which serves as an
overall executive or receiver controller for the mobile receiver unit and as
the interface for the radio controlldisplay unit. In the receiver controller
role, the SBe uses a four serial port VME slave card to monitor the
performance of all 4 demodulators and based on the results of this
monitor, it selects one of the four Demod/DMUX chains as the "primary"
or "master" circuit.

The primary DMUX circuit is then used to supply the demodulated
compressed audio data to the Audio decoder I expander along with its
associated clock and octet frame pulse. This octet/byte frame pulse is also
used, along with a Multi-frame pulse, by the slave DMUX circuits to track
the output phase or timing of the master circuit and thus ensure
synchronization and hitless switchover at the input of the audio decoder.

In addition to audio data, the primary DMUX stores all of the received
NCe data in a local FIFO which may then be read by the 68000 SBC and
processed to extract the relevant part of the NCe for the currently selected
radio channel. This radio information data is then sent by the see over a
fifth serial port to the radialdisplay controller.

It should be noted that the switchover performance between
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Demod/DMUX chains (i.e., between S-band carriers) is critical to the
planned strategy of dual satellite continental coverage. To this end, every
effort has been made to ensure a "hitless" switchover between DMUX
circuits and this is the role of the RX synchronizer. In fact, the RX
synchronizer hardware is actually distributed over the four DMUX
circuits. At any instant of time there is one "MASTER" circuit which is on
line and delivering its communication payload to the audio decoder and
the SBC (i.e., the NCC data) and three "SLAVE" circuits which are simply
tracking the output phase/byte-number of the output multi-frame data
from the MASTER circuit.

The seamless switchover requirement then essentially involves ensuring
that switchover occurs at byte/octet boundaries. There are no extra clock
edges during switchover, all slave DMUX circuits track the
primary/master output timing to ensure that they can output the next
consecutive byte into the multi-frame should they become the next
"master"

Under this design constraint the only effect of switchover is a delay/step
change in phase of the audio data clock phase in order to pick up the new
MASTER's active clock edge.

The DMUX circuits are implemented on standard VME prototype cards
with two circuits per VME card. As these cards employ wire-wrapped
digital circuits they are necessarily 2 units wide. Circuit density,
flexibility and rapid prototyping was achieved by using MACH230/130
type PLD technology for all logic design components with the exception of
the line interface components.

The compressed 128 Kbs audio data streams from the DMUX drives a
VME DSP32C based real-time decoder platform. The audio
decoder / expander is responsible for restoring the original 48 KHz sample
rate audio data rate, formating and sending this over a standard AES
serial data stream (approximately 1.54 Mb Is) to professional stereo CD
quality reference DACs, APOGEE Electronics Model DA-I000. The analog
signal from the DACs is then routed through a relay switch to the analog
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"CD" input of the radio for audio playback.
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APPENDIX B

CD RADIO OARS TECHNOLOGY INNOVATIONS

SUMMARY

CD Radio has conceived, pioneered, developed and demonstrated several

technology innovations over the 1990-1993 time frame which permit the

economical provision of Digital Audio Radio Service (OARS) by geosynchronous

satellite transmission to mobile vehicles and other users.

INTRODUCTION

The provision of OARS by geosynchronous satellite transmission, both nationally

and internationally and for both mobile and stationary users, has been proposed

and actively studied since 1980. CCIR Report 955-2 ·Satellite Sound

Broadcasting To Vehicular, Portable And Fixed Receivers In The Range 500

3000 MHz" (Reference 1) well summarizes the past theoretical and analytical

work. In 1990, CO Radio embarked on an intensive technical effort to design a

geosynchronous satellite based OARS for users in the United States. The user

population was determined early in the design effort to be primarily mobile

vehicles (e.g., automobiles). It was also determined early that the CD Radio

OARS would provide many, very high audio quality music channels on a

SUbscription basis nationwide which should clearly differentiate the service by

users from terrestrial local radio.

The CD Radio design effort extended over a few years and, initially, it was found

impossible to provide the reqUired service preViously mentioned in an economical

1



manner. First, and most important, DAR service to mobile vehicles in the United

States from a single, high power geosynchronous satellite would likely be

unsatisfactory due to blockage. Essentially mobile vehicles going under the

numerous highway overpasses and having the line of sight from the satellite to

the mobile vehicles interrupted by trees, buildings and large trucks in a

suburban/urban physical environment would create numerous enough short

service outages to be objectionable to listeners. The number, frequency and

length of such outages are dependent on many factors including vehicle speed of

motion and elevation angle from the vehicle to the satellite.

Second, such a design would require large and expensive satellites. As

proposed by others studying such designs and well documented in Reference 1,

the satellite Effective Isotropic Radiated Power (EIRP) required for continental

Unitd States service would be extremely large, necessitating enormous satellite

prime power supplies and batteries. It is shown in Reference 1 and Reference 2

that satellite beam edge EIRPs approaching 70 dBW are needed for such DAR

service requiring a satellite radio transmitter total power of at least 20,000 watts

and a prime power supply of 50,000 watts. Over 90% of this power is used to

overcome multipath fading. Such a very high powered geosynchronous satellite

is believed to be somewhat beyond the current commercial state-of-the-art but,

without arguing that aspect, such a satellite is unarguably expensive. Such a

satellite, its development and launch is believed to cost over $500M without

consideration of reliability and backup facilities.

CD RADIO'S INNOVATIONS

CD Radio has designed a practical OARS using geosynchronous satellite

transmissions by original innovations in technology, by innovative combinations
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of existing technology and by sponsoring adaptation of emerging technology

being developed by other organizations. These innovations are:

1. Satellite Spatial Diversity

2. Satellite Radio Freguency Diversity

3. Satellite System Technology (Le., 128 kb/s CD music compression,
automobile radio design and silver dollar sized mobile vehicle
antennas)

Satellite Spatial Diversity

The first CD Radio technical innovation is to broadcast simultaneously the same

digital audio radio signal from two geosynchronous satellites widely separated on

the geosynchronous orbital arc but located so that all mobile users in the

coverage area have an elevation angle to both satellites greater than 20° and

have widely different azimuth angles. Such a satellite OARS system design

results in very significant system performance improvements described below:

1. Blockage. Essentially the vehicle receiver is capable of receiving

the transmission from both satellites and either selects the strongest one or

combines them. Since each satellite transmission is above 20° in elevation angle

and at a different azimuth angle, the probability of an outage due to blockage is

greatly diminished over a single satellite OARS system. This is graphically

shown by Figure 1, and Figure 2 shows the elevation angles for representative

locations. Note that even in the lowest case shown of 23.3° elevation angle

(Portland, Oregon user vehicle to the 80° West Longitude satellite), the user

vehicle has an elevation angle of 36.6° to the other satellite.
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2. Multipath. Satellite spatial diversity creates a large improvement in

both Ricean and Rayleigh non-frequency selective transmission amplitude

fading. This stems from the fact that fading is time and location dependent

(Reference 3) and the fading on two spatially independent transmission paths will

be statistically uncorrelated, so the probability of having both paths fade

simultaneously will be greatly reduced. This improvement by spatial diversity has

been proved by Bell Laboratories a few decades ago on terrestrial microwave

radio relay paths where multipath is much worse due to the 0-50 path elevation

angles typically employed. It is estimated that the transmission link margin

allocated for multipath can be reduced at least eightfold (Le., 9 dB) over the

margin which would be allocated without satellite spatial diversity. Fading due to

frequency selective multipath effects is considered on the following page.

3. Satellites. The improvements noted in the foregoing two

paragraphs require the satellite OARS system to employ two in-orbit satellites.

Although it might appear this is more expensive, the satellite spatial diversity

system is much more economical than a single satellite OARS system. This is

because each satellite in the diversity satellite OARS system requires one-eighth

the EIRP (and prime power) for equivalent service. The CD Radio OARS system

using dual satellites for spatial diversity will cost $250M including launch vehicles,

which is half that earlier estimated for the high power single satellite OARS

system. Besides the savings of $250M, the satellite spatial diversity system also

substantially reduces outages from blockage. Equally important, the reduction in

required satellite EIRP by the preViously described CD Radio innovation allows·a

lower satellite power flux density along the United States-Canadian border which

is necessary to achieve interference coordination of satellite OARS with Canada.
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